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Abstract - Data mining is a growing area of research and dgwveént. Data mining is the process of identifyihg t
hidden patterns and structures from massive volahdata. Data clustering is most important techeigf data
mining and widely used in various domains i.e. wefgom, biology, machine learning. Data Clusterigigrs to the
process in which data objects are grouped intotasisn such a way that objects within a clustevehhigh
similarity in comparison to one another but ardedént from objects in different clusters. Due @ogle application
area, we need effective and efficient clusterirgpathms or methods which are scalable and can warkarge
databases, can handle complex shaped data. Int rgears, many algorithms have been developed flaingp
clustering as well as numerical and combinatorjainsization problems. Swarm intelligence algorithem® most
efficient in solution of such optimization problemSwarm intelligence is an important area of Actdl
intelligence. It is based on the collective or abbirative behaviour of self organized agents likgsacolony, bird’s
flocks, fish school, bee colony, bats, frogs, baghe etc. Clustering using different swarm inteflige based
metaheuristics is being used as an alternative dce nsonventional clustering techniques. If we cdesi‘data
clustering’ as optimization problem, Data clustgrimith Swarm Intelligence algorithms are being usedenerate
better results in a wide variety of real-world ddtathis paper, we present a comprehensive suwwegpplications
of various swarm intelligence techniques in datestering.

Index Terms: data clustering, swarm intelligence, ant colonyOP&means, CSO

need not to be constrained to stochastic, comhiaéto
1. INTRODUCTION and classical hard optimization based techniques. W
TODAY'S era is digital era. A huge amount of digitalneed to dwell on soft computing approaches, aidific
data is available around us. As we know that dataintelligence, and swarm intelligence to find the
generated at very fast speed and also all the geker optimized solution.
data is not of much interest to most of users,etioee
there is an urgent need for generation of new fools SecTioN 2 gives introduction of different data
theories and techniques that can help in extradtieg clustering techniques. Section 3 presents intrdoioiaif
useful information from multidimensional databasesswarm intelligence techniques. Section 4 presents a
Data mining and KDD are a step toward this extoacti comprehensive review of applications of swarm
process. Data mining is a growing area of reseanth intelligence in data clustering. Section 5 conchutiee
development. Data mining is the process of ideimtify paper with future remarks.
the hidden patterns and structures from massivenvel
of data. It is a interdisciplinary concept. It cartract 2. DATA CLUSTERING
the useful patterns from huge data sets of diffetygres Data clustering is most important technique of
like numeric, text, images, video, speech and mixeghta mining and widely used in various domains i.e.
representation. Some of the applications of dat@ngi \yep, E-com, biology, machine learning. Data Cluster
include various domains like web, ecommerce ergefers to the process in which data objects arepgo
bioinformatics, tracking frauds, identifying marke$ into clusters in such a way that objects withinluster
strategy, gaming strategy, finding out good and bagkave high similarity in comparison to one anothat b
customers, find out disease and effectiveness afe different from objects in different clusters.
treatment(medicine area) etc. Various techniquetatd Clustering differs from classification in that tkeeis no
mining are useful in such applications liketarget variable for clustering [1]. The clusteritask
classifications  algorithms, clustering algorithmsdoes not try to classify, estimate, or predictihkie of
association rule mining, summarization, sequenc® target variable. Therefore clustering is an
analysis. Current research studies show that dettisgn
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unsupervised learning technique versus classifioati algorithms.

which belongs to supervised learning. a  Feature solection based Clustering

Inter-cluster Dimensionality reduction [2] is a technique to remo
Intra-cluster distances are ; ; H ;
i Sl wrelevant and _ redundant features._ D|men$|ona_llty
minimized reduction techniques can be categorized mainly into

feature extraction and feature selection. The tuali
learning may degrade due to the existence of iragle
features and it may also consume more memory and
computational time that could be saved if theséufea
were removed. From the clustering point of view,
Fig.1- Data Clustering example irrelevant features’ removal will not negativelyfeaft
clustering accuracy. Methods of feature selection f
clustering are categorized into filter [3] wrapjpé}, and
hybrid models [5]. A wrapper model evaluates the
candidate feature subsets by the quality of clisier

; while a filter model is independent of clustering
Clusiaring algorithm. Thus, the filter model is preferabletémms

I v

Various applications of clustering are market restea
pattern recognition, data analysis, image procgssin
is widely being used in web document clusteringe Du

I T : I 1 of computational time and as unbiased toward any
el p—— Dranoetat | | Doty b o clustering method, while the wrapper model produces
’ . Clustering Clustering Clustering better clustering if we have prior information abtiue

clustering method. In order to reduce the companati
cost incurred in the wrapper model, filtering atieare

e, Mol utilized to select the candidate feature subsetthén
hybrid model.
J_ b. Probabilistic Model based Clustering
A esang e Probabilistic model-based clustering methods haenb
used in many applications, ranging from image

segmentation, handwriting recognition, document
Fig. 2: Classification of Technique-centered Clustering clustering, topic modeling to information retri¢ya).
Algorithms Model-based clustering approaches attempt to opgimi
the fit between the observed data and some
mathematical model using a probabilistic approach.

to large application area, we need effective afidiefit These methods are based on the assumption that the
clustering algorithms or methods which are scalablé gat3 are generated by a mixture of underlying

can work on large databases, can handle complgiohapility distributions. Each cluster can be
shaped data. Many clustering algorithms exist i@ thyepresented mathematically by a parametric proixabil
literature. Different researchers categorize themsed gjstribution, such as a Gaussian or a Poisson
on different criteria. Some categorize these based distribution. Thus, the clustering problem is tfansied
underlying technique such as distance based, glensifto a parameter estimation problem since the entir
based, probabilistic techniques etc. Some algostAre  gata can be modeled by a mixture Kfcomponent
classified as per type of data involved in clusigriFor gistributions.

example, some algorithms can cluster only nu.merical Typical examples of algorithms of this category
data whereas others are applicable for categoti@ include mixture models, EM algorithm and its vadas

or time series data. and probabilistic topic models.

c. Distance based clustering

The nature of the data greatly impacts the choiice o  Distance based clustering methods are those which
methodology used for the clustering processneasure similarity between objects by computing the

Furthermore, some data types are more difficulhthadistance between each pair. There are a number of
others because of the separation between diffgireds methods for computing the distance in a
of attributes such as behavior or contextual atteb. multidimensional environment such as Euclidean
distance, Manhattan distance, Chebychev distande an

We will describe, in the following sections, onetioé  some others. These methods are simple and easy to
categorization, i.e. Technique-centered clusteringnplement. These can be generally divided into two
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types- Partitioning based clustering and Hierawhic clusters. These are ineffective at capturing aabifr

Clustering. shaped clusters. So, to capture arbitrarily shaped
clusters, algorithms such as CURE [9] and
1. Partitioning based Clustering algorithms CHAMELEON [10], COBWEB, Self-Organizing Maps

[11] are proposed as extensions of hierarchical

As the name suggests, Partition based clusterifgorithm.
partitions the total n no. of elements into k nd. o d. Density-based Clustering
segments, where each segment represents a claste
partitioning based clustering algorithm obtainsirgle
partition of the data instead of a clustering dtres

r . . . .
Density-based clustering [12] is a nonparametric
method having no assumptions about the number of

such as the dendrogram produced by a hierarchic%‘PSters or their distribution.] Partitioning based
a

technique. Partition-based methods have advantages: q[?]”'f[hms caDnnot.tfmg amé arlblt:ary shaped Clﬁtgo
applications involving large data sets for whicte th'n da S:ase_t %ns'% allset clustenng app;rcaacd €a
construction of a dendrogram is computationally used. Density-based clusters are connected, aeeas a

expensive in the data space separated from each other bgespar
The i(-means [7] is the simplest and mosr€as: Further, the density within the areas ofends

commonly used partitioning based clustering alganit assumed fo be Iow_er than the der_15|ty In any O.f the
employing a squared error criterion. It starts wih clust_ers [12]. _The |dea_beh|nd this approach is to
random initial partition and keeps reassigning th ontl_nue_ growing the given cluster as long as the
patters to clusters based on the similarity betvtbe ensity in the neighborhood exceeds some threshold.

pattern and the cluster centers until a convergena—?etadv?ntageh()f this dmetho:j |sbthat 'é tcagugt%d th
criterion is met (e.g., there is no reassignmentrf cluster ot any shape and can aiso be used to €

noise (outliers) [13].
pattern from one cluster to another, or the squareat ; .
ceases to decrease significantly after some number tDB_SC]AN and |'ist_exter|15|o!:h OPTfI(t:hS_, DalfNCLUE
iterations). Thek-means algorithm is popular because ifire typical representative algorithms ot this catgg
is easy to implement, and its time complexity inedr in e. Grid-based Clustering

n wheren is the number of patterns. A major problem .y pased clustering [14] algorithms partition the
with this algorithm is that it is sensitive to thelection 5.5 space into a finite number of cells to forrgri

of the initial partition and may converge to a locagyctyre and then form clusters from the cellshie
minimum of the criterion function value if the i@t 54 structure. Clusters correspond to regions trat
partition Is not properly chosen._ . denser in data points than their surroundings. rid
_ Typical examples of algorithms of this categoryyere initially proposed by Warnekar and Krishna][15
include K-means and its variants, PAM (K-Mediods), organize the feature space, e.g., in GRIDCLUA, [1
K-Modes, CLARA, CLARANS. and increased in popularity after STING [17], CLIBU
) ) ) and WaveCluster were introduced. The great advantag
2. Hierarchical Clustering of grid-based clustering is a significant reductiotime
Hierarchical clustering algorithms solvhe complexity, especially for very large data setsth@a
problem of clustering by developing a binary tr@séd than clustering the data points directly, grid-lshse
data structure called the dendrogram. Once thgproaches cluster the neighborhood surrounding the
dendrogram is constructed, one can automaticalyata points represented by cells. In most apptioati
choose the right number of clusters by splitting ttee  since the number of cells is significantly smallean
at different levels to have different clusteringusions the number of data points, the performance of grid-
for the same dataset without rerunning the clusteri based approaches is significantly improved.
algorithm again. Hierarchical clustering algorithiig$
were developed to overcome some of the disadvasitage 3. SuwaARM INTELLIGENCE
of partitioning-based clustering methods. Hierazahi
clustering can be achieved in two different ways;hs
as, Agglomerative and  divisive  clustering
Agglomerative methods start by taking singleto
clusters (that contain only one data object pestel) at
the bottom level and continue merging two clustdra
time to build abottom-up hierarchy of the clusters.
Divisive methods, on the other hand, start withthé
data objects in single cluster and split it conbimsly
into two groups generating top-down hierarchy of

Swarm intelligence is an important area of Artdici
intelligence. The term ‘Swarm Intelligence’ was reed

'rpy Beny and Wang in early 1980’s. The term ‘Swarm’
refers to group of agents and ‘Intelligence’ reféos
collective behaviour i.e. Swarm Intelligence is dzh®n

the collective or collaborative behaviour of self
organized agents like ant’s colony, bird’'s flockish
school, bee colony etc. [18]. Thus swarm is used to
represent an aggregated term used for fishes,,birds
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insects such as ants, termites, bees, etc. perfgrmiallocates the tasks dynamically and adapts itself i
collective behaviour. According to Kennedy andesponse to changes in the environment in a coléect
Eberhart (2001), swarm intelligence is most recenftelligent manner. These bees have photographic
paradigm in bio-inspired computing because it idelss Memories, space-age sensory and navigation systems,
the nature inspired methods for solving variou§roup decision making process during selectionheirt
optimization problems. It is based on the collextivNeW nest sites, brood storing, retrieving and idisting

social behaviour of organisms. This collectivd’oney and pollen, communication and foraging. These

behaviour results from the interaction of individuaCharaCteriStiCS can be utilized by researchersddemnthe
jntelligent behaviors. Some of the most importadtdires

components locally with each other and with thei hat are being utilized include bee dance (comnatiun)
environment. Various popular swarm intelligenceeohs bee foraging, queen bee, task selection, collecision

methods are discussed as below. making, nest site selection, mating, floral/pheramo
a. Ant Colony Optimization laying, navigation systems.

Ants are social insects i.e. insects that live dfogies d. Bat Algorithm
and whose behaviour is responsible for survival gf;

whole colony than that of the individual componeft g 4qrithm which is worked on the echolocation ofsba
colony [20]. The most important and interestingryig aigorithm was developed by Xin-She Yang in
behaviour of ant colony is its food foraging belavi 5010 |ts a new metaheuristic algorithm for sotythe
and how ants can find the paths between sourcecdf f oy optimization problems. Bats are based on the
and nest of ants. Another important behaviour WhiCqcpgiocation behaviour of microbats. They can find
can .be sought in real ants is brood sorting an@seor ip,aqir prey o food and also they can know the diffier
filtering [19]. type of insects even in a complete darkness. Sivee

b. Particle Swarm Optimization know that microbats are the insectivore who hawe th

This algorithm [21] is based on the swarming bebawi quality of fascinating_. These bats. use a type ofaso
of bird’s flocks. Bird flocking behaviour is first namely as echolocation. They emit a loud soundepuls

simulated by Craig Reynolds. Bird flocking can b nd detgct a .echo thaF s comes .bac_k from their
referred as the social collective motion of a lange of surrounding objects. Their pulse varying in projsrt

interacting birds with common group objective. Thé'j‘nd .Wi" bvevgepetﬂd on the specri]e_:s. 'I;hei:r:oydrﬂeaisgh
underlying principle for such interactions is thearest ?/ar()j/mg. . T’n d e¥ '?r; searc |fng or ?'r prfﬁ'
neighbour principle where birds adjust their motton oudness is loudest if they are far away from theyp

following some flocking rules depending upon theil"jmd they will becpm_e slow when t.hey are neareheot
nearestg neighbours. gTo implerﬁ)]ent %hep flockindeY- Now for emission and detection of echo wlidoh

; - : enerated by them, they use time delay. And thie ti
behaviour of birds, Reynolds proposed three simp elay is be)t/ween thei?/ two ears anél/ the loudness
rules: flock centering, collision avoidance, vetgci 3; f ech
matching. PSO is a population based search strateg‘i‘f""1 lon of echoes.
that finds the optimal solutions using a set ofnly e Other Swarm Intelligence based techniques
particles (birds) with velocities that are dynanlita he acteria foraging optimization is inspired et
adjusted according to their historical performam® chemotaxis behavior of bacteria that recognizes
well as their neighbours in search space. Eachicl|rt cpemical gradients in the environment (such as
remembers its historically best position. Var'ou%utrients) and move toward or away from specific
advancements have been done in field of PSQignas Bacterial foraging (BFO), applied the ailion
Application area of PSO includes Image and videg,” \he optimization of a benchmark function. In
analysis, clustering which is the biggest applamati o, 6qyction, the health of each bacterium reptesen
area. Image analysis covers iris recognition, fuility  fjness value. All bacteria are sorted accordinghiir
grading, face detection and recognition, traffepssign  peqith status and only the first half of population
detection, ~image  segmentation,  image/pixel, ives. The surviving bacteria are split into two
classification, scene matching, object detectioile¥ ;jantical ones in order to form a new populatiohud.

analysis applications include MPEG optimizationg,, population of bacteria is kept constant [24].
motion estimation, object tracking, and body postur

tracking.

algorithm [23] is swarm intelligence based

Lampyridae is a family of insects that are capable
c. BeeSwarm Intelligence produce natural light (bioluminescence) to atteantate
or a prey, which are commonly called as fireflies o

B ial i ts living i lonies. Theeth
ces are social Inset's ing In colonies e aree lightning bugs. The firefly algorithm (FA) was proged

kinds of bees in a colony: drones, queen and werjas].
A very interesting swarm in nature is honey beerswthat
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by Yang [25] and the algorithm was applied to theast. This generate a positive feedback that ifscsrit
optimization of benchmark functions. to coordinate the robot activities which resultsirting
of objects in clusters.
Similar to ants, cockroaches leave chemical trails
their faces as well as emitting airborne pheromdoes Lumer and Faieta (1994) modified Deneubourg et
swarming and mating. Other cockroaches will followal.’s basic model using a dissimilarity-based esttn
these trails to discover sources of food and wated, of the local density, in order to make it suitalite
also discover where other cockroaches are hidihgs,T clustering of data [29]. They have introduced tb&an
cockroaches can exhibit emergent behaviour, in whiof short-term memory within each agent. Each ant ca
group or swarm behaviour emerges from a simplefset memorize a small number of locations where it has
individual interactions. Cockroaches’ agents arfindd  successfully dropped an item and from where to.pick
using three simple behaviors: cockroaches seardidéo
darkest location in the search space and the §itmalsie Monmarche (1999) combined the stochastic and
is directly proportional to the level of darknedtd exploratory principles of clustering ants with the
darkness phase); cockroaches socialize with neardgterministic and heuristic of the popular k-means
cockroaches (find friend phase) and third behaigor algorithm in order to improve the convergence & th
cockroaches periodically become hungry and leaee tlant-based clustering algorithm [30]. The proposed
friendship to search for food (find food phase)][26 method is called AntClass and is based on the wbrk
Lumer and Faieta [29]. The AntClass algorithm allow
The shuffled frog-leaping algorithm is a memetian ant to drop more than one object in the samle cel
metaheuristic that is designed to seek a globahgpt thus forming heaps of objects.
solution by performing a heuristic search. It isdon
the evolution of memes carried by individuals and &. Ramos and J.J. Merelo (2002) developed a new
global exchange of information among the population strategy, called ACLUSTER, for unsupervised
combines the benefits of the local search toolhaf t clustering as well as for dealing with data retailev
particle swarm optimization and the idea of mixingproblems. This algorithm was employed for textual
information from parallel local searches to mowwaod document clustering [31]. The authors proposedues
a global solution [27]. of bio-inspired spatial transition probabilities;oéding
randomly moving agents, which may explore non-
4. APPLICATIONSOF SWARM INTELLIGENCEIN interesting regions.
DATA CLUSTERING
A vast variety of approaches for data clusteringeha Labroche et al.(2002) proposed a clustering. algorithm,
been proposed in the Literature. Some of them ased called ANTCLUST, based on a modeling of the

on simple data clustering approaches described i emical recognition .system of ants_[32] - Thisteys
section 2. A family of bio-inspired algorithms, allows the construction of a colonial odor used for

especially Swarm Intelligence (Sl) has recently eyaé deterr_mnl_ng_ the ants’ nest membership, .SUCh thiat an
that meets the clustering requirements and hgan discriminate between nest mates and intrudibiss

successfully been applied to a number of real worl he]ps to.cr.eate homogeneous.groups of |n.d|VEduaI
clustering problems. Here we present a review aring a similar odor by exchangmg the chemioabc
applications of different approaches of swar he results are compared with k-means and AntClass

intelligence in clustering of different types oftaa algorithms. This algorithm proyed best in extragtihe
knowledge from real web sessions.

% Qﬂﬁ{ﬁﬁﬂg”s of Ant Colony System in data Hand! et al. (2003) proposed a scheme that enables an
unbiased interpretation of the clustering solutions
obtained by ant-based clustering algorithms [33leyl
performed an analytical evaluation of clusteringutts

Ant-based clustering sorting was first introduced b
Deneubourg et al. (1991) to explain phenomena of
corpse cIusterlr!g gnd larval §or‘ung n ants.[ZBj.ey on real and artificial data sets using four diffdare
proposed the distributed sorting algorithm, inspitey .

X : evaluation measures.
brood sorting behavior, for use by robot teams. AS
robots move randomly with no communication, have n
global representation and can only perceive theadj
in front of them but can differentiate between clje

with certain degree of errors. The probability afking based on the self-assembling behavior observedah r

up or dropping down the objects is given as a fonct . e
of how many same objects the ants have met in 'rece"inntS where ants progressively get attached to tirex

Rzzag et al. (2003) presented a new algorithm for
document clustering in hierarchical manner and
automatic generation of portals sites [34]. Thisdelas
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support and successively to other attached ants. TWell-known PSO algorithms reported in the literatur
artificial ants that we have defined will similatild a for solving continuous function optimization probig
tree. Each ant represents a document. The resdts were comparatively evaluated barthi et al. (2008)
compared with AHC algorithm. by considering real world data clustering problems.

Data clustering problems are solved, by considering
Vizine et al. (2005) proposed an Adaptive Ant- three performance clustering metrics [40] suchRace
Clustering Algorithm (ACA) [35]. They have made a Within criteria(TRW), Variance Ratio Criteria (VRC)
series of improvements to Lumer and Faieta’s systemnd Marriott Criteria (MC).The results obtained thg
A’CA is more robust in terms of the number of clusterPSO variants were compared with the basic PSO
found and tends to converge into good solutionhas talgorithm, Genetic algorithm and Differential eviidun
clustering process evolves. algorithms.

A hybrid ant-based clustering method [36] is présén Abdul Latiff et al. (2008) stated that in clustering of
by Omar et al (2013) with new modifications to the wireless sensor network the number of clustersés af
original ant colony clustering model (ACC) to enban the key parameters determining the lifetime of the
the operations of ants, picking up and droppingdaffa sensor network [41]. They proposed a dynamic multi-
items. Ants’ decisions are adapted from two ctadsi objective clustering approach using binary PSO
cluster analysis methods: Agglomerative Hierardhicd DCBMPSO) algorithm for wireless sensor networks.
Clustering (AHC) and density-based clustering. This proposed algorithm automatically finds theiropd
number of clusters in the network resulting minimum
J. Chircop and C. D. Buckingham (2013) applied the total network energy dissipation. They defined, two
Multiple Pheromone Ant Clustering Algorithm clustering metrics namely total network energy
(MPACA) model to real-world data from two domainsconsumption and intra-cluster distance for thectiele
[37]. The task for the MPACA in each domain was t®f the best set of network cluster heads.
predict class membership where the classes for the
logistics domain were the levels of demand on tgaula Sridevi and Nagaveni (2005) presented a clustering
company resources and the mental-health classes walgorithm on the basis of semantic similarity measu
levels of suicide risk. Results on these noisy-ve@lld They have proposed a model by combining ontology
data were promising, demonstrating the ability leé t and optimization technique to improve the clusigrin
MPACA to find patterns in the data with accuracy{42]. In this model the ontology similarity is useal
comparable to more traditional linear regressiomei® identify the importance of the concepts in the doent
and the particle swarm optimization is used to telus
K. Aparna and M.K.Nair (2014) proposed a new the documents.
method to improve the cluster quality on high
dimensional data set by ant based refinement éhgeri Omran (2006) proposed a new clustering method based
[38]. The proposed algorithm is tested with datamr on PSO for image segmentation [43]. The method was
different domains. The results show that refinatlah proposed to tackle the problem of color image
starting points and post processing refinement @fuantization. The method used binary PSO algoriitm
clusters based on ACO can lead to improved solsitiomutomatically determine the ‘optimum’ number of
in terms of entropy, time taken and accuracy oftelts.  clusters.

i) Applications of PSO in data clustering The fuzzy c-means algorithm is sensitive to
initialization and is easily trapped in local opamOn
Van der Merwe and Engelbrecht (2003) applied PSO the other hand the particle swarm algorithm isabal
for data clustering. Each solution is representedhle  stochastic tool which could be implemented andiadpl
coordinates of a user pre-defined number of clusteasily to solve various function optimization preinis.
centroids [39]. Each data instance is assignedh#o tlzakian et al. (2009) presented a hybrid fuzzy
nearest cluster centroid, using Euclidean distambe. clustering method based on FCM and fuzzy PSO
fitness function used is the quantization erroricwttan (FPSO) [44] to overcome the shortcomings of theyuz
be seen as the average distance from a data poitst t c-means. Experimental results over six well knowated
cluster centroid, averaged over the different eltisstA  sets, lIris, Glass, Cancer, Wine, CMC, and Vowel
drawback is that, as with k-means clustering, th#ustrated that the proposed hybrid FCM-FPSO metho
number of clusters needs to be predefined. is efficient and can reveal very encouraging resiit
term of quality of solution
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Gene clustering methods are essential in the a@sadfs influence in PSO with the influence of bacterial
gene expression data collected over time and underaging behavior.
different experimental conditions. However Micragrr
expression data for thousands of genes can now Beemalatha et al. (2010) opined that for a large high
collected efficiently and at a relatively low coXiao et  dimensional dataset, conventional PSO conducts a
al. (2003) proposed a hybrid SOM/PSO algorithm [45]globalized searching for the optimal clusteringt bu
for gene clustering. In the hybrid SOM/PSO algarith may be trapped in a local optimal area. They pregas
SOM s first used to cluster the dataset. Then R@&® hybrid Particle Swarm Optimization (PSO) -Genetic
initialized with the weights produced by SOM at theéAlgorithm (GA) [50] approaches for the document
first stage and then PSO was used to refine tltustering so as to overcome such a problem. This
clustering process. hybrid mechanism of global search models PSO and GA
enhances the search process by improving the divers
Niknam et al. (2008) proposed an efficient hybrid as well as converging In this method crossover
evolutionary optimization algorithm [46] based on aperation of GA is applied for information swapping
combination of Particle Swarm Optimization (PSOY) anbetween two particles and the mutation operation is
Ant Colony Optimization (ACO), so as to be calledapplied to PSO to increase the diversity of the
PSO-ACO, for optimally clustering N object into K population
clusters. In this algorithm, the decision makingqass
of each particle for selecting the best guide pefore Cui et al. (2005) proposed a hybrid PSO based
its movement is reinforced with the ACO method. Thalgorithm for document clustering [51]. In this
performance of the new PSO-ACO algorithm waslgorithm, they applied the PSO, K-means and aittybr
compared with those of ACO, PSO and K-meanBSO clustering algorithm on four different text
clustering. The simulation results revealed tha¢ thdocument datasets. The results have shown that the
proposed evolutionary optimization algorithm isweb hybrid PSO algorithm can generate more compact
and suitable for handing data clustering. clustering results than the K-means algorithm. Etaal.
(2008) worked out a modified PSO based algorithm,
Hyma et al.(2010) proposed a new method ofcalled Multi-Elitist PSO (MEPSO) model for clustagi
integrating PSO and GA for document clustering [47complex and linearly non-separable datasets. Ia thi
In this proposed approach two ways namely parahdl algorithm kernel—induced similarity measure wasduse
transitional are followed to use the integratecbdtgm. instead of Euclidean distance metric. They alsonteg
In the parallel approach each algorithm run forrusehat for nonlinear and complex data Euclidean dista
defined numbers of iterations simultaneously arehth causes severe misclassifications but it works wakn
fixed numbers of good particles are swapped. In thdata is hyper spherical and linearly separable.
transitional method the results of one algorithrteraf
user defined numbers of iterations are passed o thohnson and Sahin (2009) introduced four methods of
other algorithm alternatively. PSO, (Interia methods, Inertia with predator prey
option, Constriction method and Constriction with
Rana et al. (2010) proposed a hybrid sequentialpredator prey option) to explain the PSO applicatio
clustering algorithm based on combining the K-Meandata clustering [52]. The four methods were evadiat
algorithms and PSO algorithms which uses PSO in a number of well-known benchmark data sets and
sequence with K-Means algorithm for data clusteringere compared with K-mean and fuzzy c-means. The
[48]. This algorithm seeks to overcome drawbacks aksults have shown significant increase
both algorithms, improves clustering and avoidsei in performance and lower quantization error.
trapped in a local optimal solution. In this algonn
initial process starts by PSO due to its fast caysrece Shan et al. (2006) proposed an algorithm based on Grid
and then the result of PSO algorithm is tuned leykh and Density with PSO (HCBGDPSO) to discover
Means near optimal solutions. clusters with arbitrary-shape [53]. First densifygoid
cells was computed considering overlapped influence
Olesen et al. (2009) presented a hybrid approach forregion of data points and then PSO algorithm was
clustering based on particle swarm optimization@PS applied to find the clusters.
and bacteria foraging algorithms (BFA). The progbse
method AutoCPB (Auto-Clustering based on particle iii) Applications of Artificial Bee Colony
bacterial foraging) [49] uses autonomous agents to algorithms in data clustering
cluster chunks of data by using simplistic collattimm.
This algorithm extends the advantages of social
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An interesting application area of ABC is data mqi the accuracy level of proposed algorithm was coegbar
Particularly clustering, feature selection and ruléo those of K-means and PSO clustering. The
discovery. modification of CSO formula can improve the
performance of CSO Clustering. The comparison
Karaboga and Ozturk (2011) proposed a novel indicates that CSO clustering can be considered as
clustering approach based on ABC and tested it aufficiently accurate clustering method.
thirteen of typical test data sets from the UCI Kiae
Learning Repository [54]. Komarasamy and Wahi (2012) studied K-means
Zhang et al. (2010) presented an ABC clusteringlustering using bat algorithm [63] and they codeld
algorithm [55] to optimally partition n objects stk that the combination of both K-means and BA can
clusters where Deb’s rules are used to direct aech achieve higher efficiency and thus performs bettan
direction of each candidate. other algorithms.

Karaboga and Ozturk (2010) tested the performance Xiujuan Lei et al. (2011) proposed a novel algorithm
of ABC on fuzzy clustering [56] and showed that ABCusing Bacteria Foraging Optimization (BFO) alganith
algorithm is also successful in fuzzy clustering. to avoid the influence of cluster number on
experimental result of clustering PPl networks. The
Hsieh and Yeh (2011) proposed a concept [57] forinitial position of the bacterium was consideredbi®
machine learning that integrates a grid scheme @ntothe cluster center and the positions that the baote
least squares support vector machine (called Gmoved were regarded as the adjacent nodes of cluste
LSSVM) for classification problems, where ABC iscenter. The simulation result [64] showed that the
used to optimize parameters for LSSVM learning. algorithm not only improved the accuracy of cluster
result, but also automatically determined the elust
Zhang et al. (2011) described a methodology for number.
automatically extracting a convenient version oST-
fuzzy models from data using a novel clusteringd. Pitchaimanickam and S. Radhakrishnan (2013)
technique [58], called variable string length ABCproposed a new approach [65] for clustering wieles
algorithm based fuzzy c-means clustering approach. sensor network into k optimal clusters. They have
introduced the Bacteria Foraging Algorithm thatnfier
Li et al. (2011) studied on study the risk of dams in theoptimal clusters by identifying the cluster heaatthave
perspective of clustering analysis [59] and to iover energy more than the average energy of the k-optima
the performance of fuzzy c-means clustering theclusters. The approach is implemented in ns2 and
proposed an ABC with fuzzy c-means. simulation results show the improvement of thefiifiee
of the network by increase in the number of alivees,
Zhao and Zhang (2011) proposed an improved kernelreduction in the energy consumption.
fuzzy c-means clustering algorithm based on ABQ [60
which integrates the advantages of kernel fuzzyeeams 5. CONCLUSION

and ABC algorithm. Clustering plays important role in the process of

knowledge discovery and data mining. A vast varadty
approaches for data clustering have been propased i
. e S . the Literature. Some of them are based on simpia da
In classmcalltllon tasks andl |nd|(;a;]ted tEat ABC Iallgm clustering approaches described in section 2. Bio-
s competitive, not only with other evo Utlonaryinspired algorithms, especially Swarm Intelliget{&é),

teciLniqueSA£$t SIS?A to i.nduztry stanldarqlf algors'sthmmeet the clustering requirements and have sucdlssfu
such as ! » haive bayes, classilication treg,o, applied to a number of real world clustering

and nearest neighbour (kNN). problems.This paper has presented a review of swarm
intelligence techniques like ant colony system tiplar
swarm optimization, bee colony optimization, bat
algorithms, cat swarm optimization and their apglan

. in data clustering. If Sl based techniques areibiged
B.Santo&aandM._K._Nlr?grum (20(.)9) proposed anNeW \yith other clus?ering algorithms, thqen they p%(?\ﬁde
Cat Swarm Optimization algorithm for CIUSterIngbetter results in various optimization problemgdms

problsm [6f2]' ngﬁnew %SO cluste_lr_it:lg alggrfi.thrr] Wagt efficiency and accuracy when compared with other
tested on four difierent datasets. The modificatisn evolutionary algorithms and classical clustering

made on the CSO formula to obtain better resulienT algorithms.

Shukran et al. (2011) proposed the use of the ABC
algorithm as a new tool [61] for data mining partaly

iv) Applications of other swarm intelligence based
techniques in data clustering
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